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The concept of conditioned reinforcement has received decreased attention in learning textbooks over
the past decade, in part because of criticisms of its validity by major behavior theorists and in part
because its explanatory function in a variety of different conditioning procedures has become uncertain.
Critical data from the major procedures that have been used to investigate the concept (second-order
schedules, chain schedules, concurrent chains, observing responses, delay-of-reinforcement procedures)
are reviewed, along with the major issues of interpretation. Although the role played by conditioned
reinforcement in some procedures remains unresolved, the results taken together leave little doubt that
the underlying idea of conditioned value is a critical component of behavior theory that is necessary to
explain many different types of data. Other processes (marking, bridging) may also operate to produce
effects similar to those of conditioned reinforcement, but these clearly cannot explain the full domain of
experimental effects ascribed to conditioned reinforcement and should be regarded as complements to
the concept rather than theoretical competitors. Examples of practical and theoretical applications of the
concept of conditioned reinforcement are also considered.
Key words: conditioned reinforcement, behavior theory, observing behavior, chain schedules, delay of

reinforcement, concurrent chains

A general assumption in contemporary
behavior analysis is that human behavior
is best understood in terms of the con-
tingencies of reinforcement operating on
that behavior. Yet much, if not most,
human behavior has little immediate im-
pact on satisfying the biological motives
that underlie the reinforcement contin-
gencies commonly studied in the labo-
ratory. People are not born with a ten-
dency to work for money, to like the taste
of alcohol or coffee, or to discover laws
of behavior. We are also not born with
the motivation to engage in compulsive
hand washing or to be fearful ofspeaking
in public. Such motives, both positive
and negative, are learned,'and a major
task of any behavior theory is to specify
how such learning occurs, both in order
to have a complete theory of behavior

Preparation ofthis paper was supported by grants
from the National Science Foundation. Correspon-
dence regarding the paper should be addressed to
the author, Psychology Department, UCSD, La Jol-
la, CA 92093-0109.

and for rectifying motives that are mal-
adaptive.
The theoretical concept that has long

served the primary burden for under-
standing acquired motives is conditioned
reinforcement (also called secondary re-
inforcement, especially in the early lit-
erature). Its essential idea is that an ini-
tially neutral event acquires value because
of its relation to primary reinforcement,
and subsequently can serve as an effec-
tive reinforcer in its own right. The
phrase, "its relation to primary reinforce-
ment," is sufficiently general to encom-
pass several different more specific ac-
counts of precisely how conditioned
reinforcers are established. This issue will
be considered in greater detail later. To
foreshadow that discussion, the current
consensus is that conditioned reinforcers
acquire value in their own right because
of Pavlovian conditioning. That is, a
stimulus paired with a Pavlovian rein-
forcer acquires not only the ability to elic-
it the responses appropriate to the Pav-
lovian reinforcer but its reinforcing value
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as well. The implication is that variables
that govern Pavlovian conditioning also
determine when initially neutral stimuli
will become conditioned reinforcers.'
Although the present discussion will

consider only events that assume posi-
tive value because of their conditioning
history, it is important to recognize that
events may assume negative value as well,
thus serving as conditioned aversive
stimuli that may motivate various types
of avoidance and escape behavior that
have served as models of neurotic be-
havior (see Levis, 1989, for a recent ren-
dition of this approach). We will confine
ourselves to positive conditioned rein-
forcement, both because of the need to
limit the range ofdiscussion and because
the experimental literatures for the ac-
quisition of positive and negative value
have evolved into essentially separate en-
terprises. It is important to appreciate,
nevertheless, that the same conceptual is-
sues occur in both arenas.
At first glance, discussion of the con-

cept ofconditioned reinforcement seems
to be superfluous. It has long been ac-
cepted as a valid explanatory concept,
and a variety of different experimental
procedures have been used to demon-
strate its effects on behavior. In fact, how-
ever, considerable disagreement has de-
veloped over the past two decades about
its applicability to several different learn-

' The idea that conditioned reinforcers are cre-
ated by Pavlovian conditioning is only one of sev-
eral hypotheses that have been advanced over the
years. For example, Keller and Schoenfeld (1950)
argued that a stimulus became a conditioned re-
inforcer as the result ofbeing a discriminative stim-
ulus. Others have argued that stimuli that provide
information about the primary reinforcement con-
tingency acquire conditioned reinforcement prop-
erties. The reason for not considering these alter-
native hypotheses here is that the consensus among
researchers is that they have been discredited by
considerable research (see Fantino, 1977, for a re-
view). It should also be emphasized, however, that
many instances of the acquisition of conditioned
value cannot be reduced simply to the history of
simple Pavlovian conditioning. Pavlov himself
(1927) recognized the need for a "second signaling
system" (the major function served by language)
that produced mediated conditioning effects even
when the stimulus was not itselfdirectly paired with
the Pavlovian reinforcer.

ing procedures, and several of the most
eminent contemporary learning theorists
have directly challenged whether puta-
tive conditioned reinforcers really do
serve as reinforcers in the same sense as
do primary reinforcers. For example,
Rachlin's (1976) widely used textbook
questioned whether conditioned rein-
forcers actually acquire conditioned val-
ue, and suggested that the effects of con-
ditioned reinforcement contingencies,
although often potent, occur for reasons
other than the process of reinforcement.
A similar challenge has been offered by
Staddon (1983; also see the subsequent
textbook of Staddon & Ettinger, 1989).
Other major behavior theorists have con-
tinued to view conditioned reinforce-
ment as a valid concept, but have argued
that several situations in which it has been
invoked do not really involve condi-
tioned reinforcement after all. For ex-
ample, Catania (1992, p. 175) has argued
that conditioned reinforcement effects are
relatively unimportant in chain sched-
ules. The result ofthese challenges is that
textbook writers now seem uncertain
about how to portray the concept, with
diminishing attention given to it. For ex-
ample, the recent third edition of the in-
troductory textbook on learning and be-
havior by Chance (1994) contains only a
single paragraph dealing with the con-
cept.

This reduced attention to the concept
of conditioned reinforcement in recent
years stands in marked contrast to its
treatment during the heyday ofbehavior
theory, when major behavior theorists
such as Neal Miller, Robert Sears, John
Dollard, and 0. H. Mowrer used the con-
cept as the essential explanatory idea for
such diverse topics as personality theory,
social behavior, psychopathology, and
critical aspects ofhuman cognition (e.g.,
Dollard & Miller, 1950; Mowrer, 1950,
1960). This enthusiasm for the concept
was not limited to Hullian behavior the-
ory, as is evident from the writings of
Skinner (1953) and Keller and Schoen-
feld (1950), in which the concept of con-
ditioned reinforcement also plays an es-
sential explanatory role for extrapolating
the concept of reinforcement to human
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behavior in real-world situations. What
then are we to make of the change in
emphasis seen in the past two decades?
An answer to this question requires an
analysis of the specific explanatory func-
tions served by the concept, the nature
of the evidence supporting these func-
tions, and the subsequent evidence that
has inspired the questioning of the con-
cept by writers such as Rachlin and Stad-
don. As a starting point in this endeavor,
it is helpful to provide an overview of
the extensive experimental literature on
the topic.

METHODS FOR STUDYING
CONDITIONED REINFORCEMENT
There are two general categories of

procedures that have been used to study
how conditioned reinforcement contin-
gencies affect behavior. The first is when
the stimulus that has been previously
paired with the primary reinforcer is made
contingent on some behavior without the
accompanying presence of a primary re-
inforcer contingency. The second is when
both a conditioned reinforcement and
primary reinforcement contingency are
applied to the same behavior, typically
with a primary reinforcement contingen-
cy that in isolation will maintain the be-
havior only at a low level.

Conditioned Reinforcement Effects
Isolatedfrom Primary Reinforcement
Effects

Resistance to extinction. The most
common method used in early research
to demonstrate the importance of con-
ditioned reinforcement was to assess how
resistance to extinction was prolonged
when a conditioned reinforcer remained
contingent on the response after the pri-
mary reinforcer had been removed. One
of the earliest such experiments was re-
ported by Bugelski (1938), in which he
trained two groups of rats to press a bar
for food pellets. After this initial training,
responding of both groups was extin-
guished, but one of them continued to
receive the click of the pellet dispenser
contingent on bar pressing. Bugelski
found that presentations ofthe click pro-

duced approximately 30% more bar
presses during extinction than occurred
when extinction was presented without
the click.
Numerous other experiments have fol-

lowed the basic designjust described with
similar results (see Kimble, 1961, for a
review). Unfortunately, a major difficulty
in interpreting these experiments is that
it is unclear whether the increased num-
ber of responses during extinction is ac-
tually due to conditioned reinforcement.
An alternative interpretation is in terms
of generalization decrement: Subjects
without the click during extinction had
their stimulus situation changed more at
the start of extinction than did subjects
with the click present, and this difference
in the degree of stimulus change may be
solely responsible for the lesser resistance
to extinction because it allows the onset
of the extinction contingencies to be dis-
criminated more readily. Although it is
possible to reduce the degree of gener-
alization decrement (e.g., by presenting
the clicks independently of responding
for a different control group), it can never
be eliminated completely, with the result
that the general procedure of using resis-
tance to extinction as a measure of con-
ditioned reinforcement effectiveness has
been largely abandoned.

Conditioning a new response. Perhaps
the clearest demonstration of the con-
ditioned reinforcement properties of a
stimulus is to use that stimulus to train
a new response in the absence of the pri-
mary reward. Skinner (1938, p. 82) pro-
vides an early example of this method.
Rats were first trained to approach the
food cup at the sound of the pellet dis-
penser, and the food was then removed
from the situation when a lever was in-
troduced into the chamber. Lever presses
produced the sound of the pellet dis-
penser but no food. The rate ofbar press-
ing increased over the first 5 to 10 min,
then decreased, and finally was reduced
to near-zero levels after 30 to 45 min of
training. Approximately 40 to 80 total
bar presses occurred over that period of
time.

Skinner's (1938) results are typical of
many others that have used the new-re-
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sponse procedure. The response-contin-
gent presentation of the stimulus previ-
ously paired with the primary reward2
usually produces some initial level of ac-
quisition, but then loses its ability to
maintain the behavior as training con-
tinues. Presumably this loss of control
over responding reflects the extinction of
the conditioned value of the conditioned
reinforcer, in that its presentation in the
absence of the primary reinforcer re-
moves the conditioned value that was
originally established by the pairings of
the initially neutral stimulus and the pri-
mary reward. Because this extinction
process often occurs rapidly, the use of
the new-response procedure with the pri-
mary reinforcer removed from the situ-
ation is of limited utility as a practical
method of using conditioned reinforce-
ment contingencies.

It is also important to recognize that
Skinner's (1938) original demonstration
cannot be interpreted unambiguously as
evidence for the reality of conditioned
reinforcement. Any convincing demon-
stration requires that the effects of the
stimulus on the acquisition of the new
response be due to (a) the contingency
between the stimulus and primary rein-
forcer during the initial phase of training
and (b) the operant contingency between
the response and conditioned reinforcer
during the response-acquisition phase.
Each ofthese conditions requires control
conditions to exclude alternative inter-
pretations. For example, it is possible that
mere stimulus change contingent on a re-
sponse might produce some degree of re-
sponse acquisition, in which case the
Pavlovian conditioning during Phase 1
would be irrelevant. Similarly, the pre-
sentations of a Pavlovian positive con-
ditioned stimulus (CS+) might produce
increases in arousal, resulting in an in-
crease in the level of the response being
measured, quite apart from the condi-
tioned reinforcer being contingent on the
response. The great majority of experi-

2 When talking about a stimulus independent of
its role in a response contingency, I try to use the
term reward; when talking about a stimulus that is
involved in a response contingency, I use the term
reinforcer.

ments that have used the new-response
procedure have failed to exclude both of
these possibilities. This failure to include
appropriate control conditions appears
not to be crucial, however, because ex-
periments in which appropriate control
conditions have been employed have
yielded an outcome essentially similar to
that originally reported by Skinner (e.g.,
Hyde, 1976).
A variation of the new-response pro-

cedure that attempts to avoid the rapid
loss of conditioned value during the ex-
tinction presentations ofthe stimulus has
been to maintain separately the correla-
tion between the stimulus and primary
reward and the correlation between the
response and conditioned reinforcing
stimulus. This general approach was pi-
oneered in a series of experiments by
Zimmerman and his collaborators over
the period of 1959 to 1967, and will be
exemplified here by a description of one
of their later studies (Zimmerman, Han-
ford, & Brown, 1967). Food was pre-
sented to pigeons on a background sched-
ule of response-independent food
presentations delivered after variable
time periods (a variable-time, or VT,
schedule). In addition, any scheduled food
presentation was delayed until 6 s had
elapsed without a response, in order to
ensure that pecking behavior was not ad-
ventitiously followed by food. Condi-
tioned reinforcers, contingent on key
pecking, consisted of brief presentations
(0.5 s) of the stimulus complex that or-
dinarily accompanied food presentation.
Different frequencies of these brief stim-
uli were then presented across different
experimental conditions. Response rate
tracked the frequency of conditioned re-
inforcement, with a typical rate of five to
seven pecks per minute with the highest
rate ofconditioned reinforcement, a vari-
able-interval (VI) 1-min schedule. Train-
ing conditions were continued for 15 to
20 sessions for each schedule value, with
no indication that response rate de-
creased with continued training. In ad-
dition, previous studies by Zimmer-
man's research group had shown that peck
rate declined to a near-zero level when
the stimuli contingent on responding had
not been paired with food and when food
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deliveries were discontinued, both effects
being due, presumably, to the disruption
of the pairing of the brief stimuli with
food.
The results ofZimmerman et al. (1967)

make a prima facie case that conditioned
reinforcers can maintain operant behav-
ior over a sustained period of time with-
out that behavior ever being followed by
the primary reinforcer. However, two ca-
veats must be noted regarding the suffi-
ciency of their control procedures. Their
finding that pecking was not maintained
by stimuli unpaired with the food deliv-
ery may not be taken as decisive evidence
for the critical role ofpairing, because the
two types of stimuli were not equivalent,
in that the unpaired stimuli were changes
in the keylight stimulus but the paired
stimuli consisted of a complex array of
food-magazine sounds and houselight and
keylight changes. Their finding that peck-
ing was not maintained when the food
deliveries were suspended also may not
be crucial evidence for the role of the
pairing, because it is possible that the
sensory reinforcement properties of
stimulus change per se may depend on
food being present in the situation, as
argued by Herrnstein and Loveland
(1972).
The finding ofZimmerman et al. (1967)

that the pecking behavior was main-
tained over a sustained period of time is
somewhat surprising, given the likeli-
hood ofconditional discrimination ofthe
food contingencies correlated with the
two types of brief-stimulus presenta-
tions. That is, stimulus presentations fol-
lowed by food always occurred after pe-
riods without key pecking, whereas their
presentations when not followed by food
always occurred immediately after a key
peck. Given that pigeons can clearly dis-
criminate whether their pecks do or do
not precede stimulus change (e.g., Kil-
leen, 1981), the issue is why a similar
discrimination did not occur here as well.
If such a discrimination did occur, pre-
sumably behavior would not be main-
tained by the brief stimuli in the absence
of food, because such stimuli after a re-
sponse would functionally serve as a sig-
nal for nonreinforcement.
The issue of discrimination is central

to determining when behavior will or will
not be maintained by conditioned rein-
forcement contingencies. A critical con-
cern, therefore, is to define the conditions
that retard the likelihood that such dis-
crimination will occur. One important
determinant is the schedule by which the
conditioned reinforcing stimulus and the
primary reward are initially paired.
Rashotte, Marshall, and O'Connell (1981)
have extensively investigated this issue
using a second-order conditioning prep-
aration with autoshaping. The basic au-
toshaping procedure involves presenta-
tions of a keylight stimulus, usually for
5 to 6 s, that is followed by food regard-
less ofthe pigeon's behavior. Pecking then
occurs to the keylight despite the absence
of any response contingency, due to the
Pavlovian contingency between the key-
light and food. Second-order condition-
ing may then be studied by first condi-
tioning pecking to one stimulus (S1) and
then randomly interspersing S1-food
pairings with pairings of a second stim-
ulus (S2) with S1 in the absence of food.
Conditioning to S2 is then assumed to be
the result of the conditioned reinforce-
ment properties ofS1. Note that with this
procedure S2 serves two discriminative
functions: It signals that Sl will follow
and that food will not occur.
The issue addressed by Rashotte et al.

(1981) was the rate of pecking during S2
and how that behavior was affected by
the schedule ofS2-S 1 pairings. They not-
ed that the acquisition of pecking to S2
was a function of the number of pairings
between S2 and S l, regardless of the per-
centage of S2 presentations followed by
S 1. For example, 100 presentations ofS2
in which 75 were followed by nothing and
25 were followed by Sl produced the same
amount of conditioning to S2 as did 25
pairings of S2 all of which were followed
by S1. In contrast to the absence of an
effect of the percentage of S2 presenta-
tions followed by S1 during acquisition,
this percentage had dramatic effects on
whether S2 pecking was sustained. When
100% of the S2 presentations were fol-
lowed by S1, S2 behavior quickly de-
clined; when only 25% of the S2 presen-
tations were followed by S 1, S2 behavior
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continued, although with some decline,
over many sessions of training.

Related effects with conditioned rein-
forcement contingencies have been re-
ported by Klein (1959). Rats were trained
initially in a straight alley ending in a
distinctive goal box. Subsequently, the
alley was converted to a T maze in which
the goal box used during the initial train-
ing was one choice alternative and a dif-
ferent goal box not used in the initial
training was the other choice alternative.
Preference tests between the two goal
boxes in the T maze occurred with no
food presented. All rats received 20 trials
per day of training on the straight alley
before the preference test, with different
groups receiving different percentages of
food at the end ofthe alley (ranging from
100% to 20%). Consequently, the num-
ber of pairings between the distinctive
goal box and food was five times as great
for the 100% group as for the 20% group.
Despite this difference in the number of
pairings, the degree of preference for the
goal box used during the original training
was substantially greater for the groups
with the smaller percentages ofreinforce-
ment. In other words, the conditioned
reinforcement value of the goal box was
more persistent the more intermittent the
relation between the goal box and food.
The percentage of stimulus presenta-

tions followed by reinforcement is only
one of several variables that affect the
persistence ofconditioned reinforcement
effects (see, e.g., Astley & Perkins, 1985).
Although such variables may prolong the
period over which conditioned reinforce-
ment contingencies will effectively con-
trol behavior, it must be recognized that
conditioned reinforcement contingencies
that are separate from primary reinforce-
ment contingencies eventually will allow
the subject to discriminate the true con-
tingencies in the situation. This should
not be surprising, because the procedures
used to study conditioned reinforcement
effects free of any contribution from pri-
mary reinforcement are identical with
procedures used to create conditioned in-
hibitors. This is most obvious in the case
of second-order conditioning with Pav-
lovian procedures, such as that used by
Rashotte et al. (1981) described above.

Presentations of a stimulus paired with
the primary reinforcer (Si-uncondi-
tioned stimulus [US] pairings) occur al-
ternately with a second stimulus paired
with S1 (S2-S pairings). Despite the val-
ue of S1 being maintained by continued
pairings with the primary reinforcer and
the fact that some significant amount of
second-order conditioning may initially
occur to S2, the responding established
to S2 ultimately ceases, as does respond-
ing to SI on trials in which it is preceded
by S2. In other words, the subject learns
a discrimination between the two types
of trials. Moreover, reacquisition of re-
sponding when S2 itself is paired with
the primary reinforcer will be retarded;
this is a standard test for determining
when a stimulus has acquired condi-
tioned inhibitory properties. Exactly what
determines the transition from second-
order conditioning to conditioned inhi-
bition to S2 remains an important ques-
tion in conditioning theory that has not
been adequately answered. The critical
observation for our present purposes is
that an analogous set of dynamics also
occurs with operant procedures in which
the response is maintained by a condi-
tioned reinforcer during one phase ofthe
procedure and the stimulus used as a con-
ditioned reinforcer is paired with the pri-
mary reward during an alternate phase of
the procedure. With this procedure, the
occurrence ofthe response eventually will
serve as a negative predictor ofthe avail-
ability of the primary reward, and pre-
sumably, therefore, will cease to occur.
It is critical to appreciate, however, that
this finding does not itself challenge the
validity ofthe concept ofconditioned re-
inforcement. Instead, the finding only re-
veals the competing effects of other prin-
ciples ofconditioning that counteract the
response-strengthening effects that oth-
erwise would occur.

Contingencies Combining
Conditioned and Primary Reinforcers
These competing effects are the pri-

mary reason that research on condi-
tioned reinforcement has shifted to pro-
cedures in which the conditioned and
primary reinforcement procedures are
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positively, rather than negatively, cor-
related. The major feature of these pro-
cedures is that the contingency for the
primary reinforcer is typically weak, oc-
curring only infrequently or after long
time intervals, and the conditioned re-
inforcement contingency is then added to
it. By then comparing the difference in
the strength of behavior when the con-
ditioned reinforcement contingency is
present versus when it is not, the effects
of conditioned reinforcement can be iso-
lated. The most well known of such pro-
cedures are second-order schedules and
chain schedules.

Second-order schedules. A typical ex-
ample of a second-order schedule is pro-
vided by Kelleher (1966), who presented
pigeons with a fixed-interval (Fl) 4-min
schedule of brief-stimulus presentations
(0.7 s ofa white keylight), 15 completions
ofwhich were required for food delivery,
for a total interfood interval of 60 min.
In general, behavior was well maintained
under the brief-stimulus schedules, with
response rates ofapproximately 35 pecks
per minute despite the extremely low food
rate. Response rate in the absence of the
brief-stimulus presentations but with the
same interfood interval (a tandem sched-
ule) was 10 to 15 pecks per minute.
There is little doubt that second-order

schedules ofbrief-stimulus presentations
may produce major enhancements of re-
sponse rates, and these may often be very
useful in situations in which the frequen-
cy of presentation of the primary rein-
forcer must be limited for various rea-
sons (e.g., when large doses of a drug are
given that require substantial recovery
time or other motivational effects inde-
pendent of the response contingency;
Katz, 1979). Nevertheless, these rate en-
hancements cannot be interpreted un-
ambiguously as being due to conditioned
reinforcement. One reason for this un-
certainty is that often (but not always)
the rate-enhancement effects are just as
large when the brief stimuli are them-
selves not paired with the primary rein-
forcer just prior to its delivery (e.g.,
Stubbs, 1971). If such pairings are not
required, it seems unlikely that the en-
hancements of response rate seen with
such stimuli are in fact due to the con-

ditioned value ofthe brief-stimuli, which
presumably depends on their Pavlovian
association with the primary reward. The
experimental literature on the effects of
paired versus unpaired brief-stimulus
presentations is extremely complex, with
no clear rationale for when the pairing
operation will be critical (see Gollub,
1977, pp. 302-305 for a review; also see
Cohen, Calisto, & Lentz, 1979, for an
important subsequent study).
Even when the increase in response rate

is larger with paired than with unpaired
stimuli, this difference cannot be as-
cribed unambiguously to the conditioned
value ofthe stimuli, because it is possible
that the pairing operation may increase
the salience of the brief stimulus inde-
pendent ofany effect on conditioned val-
ue. This possibility is important because
both Fantino (1977) and Staddon (1983)
have argued that the discriminative ef-
fects of the brief stimulus, not their re-
inforcing effects, are the causes of the in-
creases in response rate that are typically
observed. The assumption behind their
interpretations is that the brief-stimulus
presentations that occur near the end of
the overall food interval are sufficiently
close to the food presentation to signal
its imminent availability, thus resulting
in a subsequent increase in response rate.
Brief-stimulus presentations earlier in the
interfood interval serve a similar signal-
ing function, in effect confusing the sub-
ject into responding as if it were nearer
to food availability than it actually is,
with an increase in response rate as the
result. In other words, the rate increase
that is seen depends on the subject not
being able to discriminate the occur-
rences of the brief stimulus early in the
interfood interval from those later in the
interval when they are in fact proximal
to food presentations. For this reason,
Fantino (1977) has argued that the effects
ofbrief-stimulus presentations are better
characterized as being due to "condi-
tioned confusion" than to conditioned
reinforcement.
Chain schedules. In a chain schedule,

a single primary reinforcer follows the
completion of a sequence of individual
schedule requirements, each of which is
accompanied by a characteristic stimu-
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lus. These schedules are well known to
almost all beginning students ofbehavior
analysis, because they are commonly used
for training animals to perform appar-
ently complex behavioral feats. One ex-
ample is a common laboratory exercise
for students, who are provided with in-
dividual rats and a box-like apparatus
with several detachable components: a
hoop, a stick, a lever, and a marble. The
task is then to train to rats to perform the
sequence of running through the hoop,
pulling the stick, pressing the lever, and
pushing the marble out of the box, all
components of which have to be com-
pleted for the rat to receive food. As is
well known, such behavioral sequences
are best trained in reverse order, such
that the stimulus cueing the last com-
ponent of the chain (the presentation of
the marble) is used as the reinforcer con-
tingent on the behavior in the penulti-
mate component, the stimulus for the
penultimate component (insertion of the
lever) serves as the contingent reinforcer
for the behavior in the preceding com-
ponent (stick pulling), and so forth. The
critical role ofbackward chaining3 invites
the interpretation that the stimulus for
each link of the chain serves as a con-
ditioned reinforcer for the behavior in
the just-preceding link, and thus has ac-
quired conditioned value because of its
own relation to the food at the end ofthe
chain. Given that chain schedules have
often been taken as models ofmuch com-
plex human behavior (e.g., Keller &
Schoenfeld, 1950), the implication is that
conditioned reinforcement is a crucial
explanatory concept for extrapolating

I It should be noted that backward chaining is
not necessarily the optimal procedure for training
human subjects on similar sequentially structured
tasks. Research with retarded subjects has shown,
for example, that the "total task presentation," in
which the subject practices all the steps from the
beginning to the end of the chain on each attempt,
may produce faster acquisition than backward
chaining (see Martin & Pear, 1992, chap. 1 1, for a
discussion). However, it remains unclear to what
extent such alternative methods of creating behav-
ioral chains rely on verbal instructions. With non-
verbal subjects, backward chaining is clearly the
method of choice, unless the sequence of chain
components is very brief.

laboratory principles to real-world be-
havior.
Given the efficacy of backward chain-

ing as a training procedure (it continues
to be used by commercial animal training
enterprises such as Sea World), it is per-
haps surprising that extended chain
schedules studied in the laboratory have
been found to maintain behavior very
poorly in the initial links of the chain.
For example, Gollub (1958, described in
Gollub, 1977) presented pigeons with a
five-component chain with Fl 30-s
schedules in each link of the chain, and
found that response rate in the initial link
of the chain was below 0.3 responses per
minute, far below the response rate main-
tained during the first 30 s ofan Fl 150-s
schedule correlated with the same stim-
ulus throughout. This difficulty in main-
taining behavior with extended chains has
caused some investigators to question the
role played by conditioned reinforce-
ment in chain schedules. For example,
Catania (1992) has argued that condi-
tioned reinforcement effects operate only
for the later links of the schedule rela-
tively near food presentation. Staddon
(1983) has made the stronger argument
that no role is played by conditioned re-
inforcement contingencies in chain
schedules; instead, the stimulus correlat-
ed with each link of the chain signals its
own distinctive time to food, and it is
this time to food that determines the re-
sponse rate maintained by the stimulus,
not the value of the following stimulus
immediately contingent on responding
during that link of the chain.
One approach to assessing the role of

conditioned reinforcement in chain
schedules is to determine whether the
general laws of reinforcement apply to
the contingency between responding and
the stimulus change signifying access to
the succeeding link ofthe chain. One such
general law is that reinforcement effects
are weaker when the reinforcer is delayed
rather than when it immediately follows
a response. To evaluate whether delay-
of-reinforcement effects apply to chain-
schedule behavior, Royalty, Williams,
and Fantino (1987) imposed unsignaled
delays of reinforcement on the different
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transitions between the links of a three-
link chain. The rationale ofthe study was
that similar delay-of-reinforcement con-
tingencies have been shown to produce
large decrements in behavior when im-
posed on primary reinforcement contin-
gencies (e.g., Williams, 1976), so that any
conditioned reinforcement effect in chain
schedules should be similarly diminished
when the delay contingency is added with
respect to stimulus transition. In the
baseline phase of training, pigeons were
presented with a three-link chain in which
all three links were VI 33 s. A delay con-
tingency was then imposed on the tran-
sition between the initial and middle links
ofthe chain, or on the transition between
the middle and terminal links ofthe chain.
The contingency between responding in
the initial and middle links of the chain
and food at the end ofthe chain was held
constant throughout the experiment by
shortening the VI schedule by 3 s when-
ever a 3-s unsignaled delay-of-reinforce-
ment contingency was in effect (becom-
ing a VI 30-s schedule with a 3-s delay).
In other words, the delay contingency
postponed the presentation of the stim-
ulus correlated with the next link of the
chain by 3 s but did not alter the relation
between responding in the earlier links
of the chain and food delivery. The re-
sults were that the delay contingency with
respect to stimulus change produced ef-
fects on responding that were essentially
like those previously found for food con-
tingencies. When the delay contingency
was in effect for the advancement from
the initial to the middle link ofthe sched-
ule, response rate in the initial link was
decreased by 75% to 80%, with no effect
on responding in the middle and terminal
links of the chain. Similarly, when the
delay occurred with respect to the ad-
vancement from the middle to the ter-
minal link ofthe chain, responding in the
middle link was reduced by 60% to 70%,
again with no effects on responding in
either ofthe other links ofthe chain. The
specificity ofthe delay variable leaves lit-
tle doubt that the contingency between
responding and the onset of the stimulus
of the succeeding link of the chain was
crucial for maintaining the behavior.

Given that conditioned reinforcement
contingencies do indeed play an essential
role in maintaining behavior in the early
links of a chain schedule, why then is
behavior so difficult to maintain in the
early links of an extended chain such as
that studied by Gollub (1958)? One pos-
sible answer is that the conditioned re-
inforcement value of the stimuli corre-
lated with the early links of the chain
depend on higher order conditioning,
such that the transfer ofconditioned val-
ue back through the links of the chain is
diminished with each additional link of
the chain. For example, in the original
studies of higher order conditioning by
Pavlov (1927, Lecture III), conditioning
did not occur with anything above the
level of second-order conditioning using
the standard conditioned salivation
preparation, whereas third-order condi-
tioning, but no higher, was possible with
conditioned defense reactions. This can-
not be the entire story, however, because
the training of complex behavior se-
quences (such as the class exercise de-
scribed above) often involves chains with
a substantially larger number of links.
A possible alternative reason for fail-

ures to maintain behavior in extended
chain schedules is the particular type of
schedules used in the individual links of
the chain. As was the case for Gollub
(1958), the great majority of studies fail-
ing to maintain significant amounts of
behavior have used FH schedules. The
problem with this procedure is that the
onset of an FH schedule is known to be a
cue for nonreinforcement, as indexed by
the substantial pauses that typically oc-
cur. Given that the stimulus onset is the
event immediately contingent on behav-
ior in the preceding link of the schedule,
it should thus not be surprising that such
stimulus onset has limited conditioned
reinforcement effectiveness. The sched-
ule during the initial link of the schedule
itself also plays a role in its own right, as
demonstrated by Williams and Royalty
(1990), who showed that three-link chains
with an initial VI component maintained
a much higher rate of behavior in the
initial link than did chains with an initial
FH component, when all other aspects of
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Figure 1. Schematic of the concurrent-chains procedure. Time runs from top to bottom. The left side
of the figure shows the sequence of events if the left response key is chosen during the initial (choice) link
of the schedule; the right side shows the sequence of events if the right response key is chosen during the
initial link. After food is obtained in one or the other terminal-link stimulus, the procedure reverts to
the choice phase in which both initial-link stimuli are available.

the schedule were equivalent. The differ-
ence in response rate in favor of the VI
schedule was much greater than is typi-
cally the case when the comparison be-
tween VI and Fl schedules involves sim-
ple schedules of primary reinforcement.
Why the schedule type should be more
critical for early links of a chain is un-
clear.

Concurrent chains. This procedure, di-

agrammed in Figure 1, has become per-
haps the most widely used method for
studying conditioned reinforcement ef-
fects, in part because it allows a quanti-
tative analysis of the determinants of
conditioned reinforcement value. As the
name implies, the procedure involves a
choice between chain schedules. The sub-
ject initially works on two concurrently
available alternatives, each associated
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with its own reinforcement schedule
(typically equal-valued VIs). Whenever
either of these initial-link schedules is
completed, a new stimulus appears, along
with the terminal link of the chain ap-
propriate to the selected initial-link re-
sponse. During either terminal link, the
other key becomes dark and inoperative,
which means that choice is possible only
during the initial link of the chains, not
during the terminal links. Responses in
the presence of the terminal-link stimuli
earn primary reinforcement on some
schedule. In most experiments, a single
primary reinforcement reinstates the ini-
tial link, and the entire procedure recy-
cles. The assumption underlying the pro-
cedure is that choice proportions during
the initial links reflect the relative value
of the two terminal-link stimuli.
Although several different variables

have been specified that affect the degree
of preference in concurrent-chain sched-
ules (see Williams, 1988, for a review),
we will briefly consider only two major
generalizations. First, the major deter-
minant of conditioned reinforcement
value is not simply the average rate of
reinforcement associated with the differ-
ent terminal-link stimuli. For example,
ifone terminal link is an Fl schedule and
the other terminal link is a VI schedule
with the same average reinforcement rate,
preference is strongly in favor of the VI
schedule. The reason this is true is that
the appropriate measure of value is the
harmonic mean of the different times to
reinforcement correlated with a termi-
nal-link stimulus, measured from stim-
ulus onset (e.g., Killeen, 1968). The har-
monic mean corresponds to the average
immediacy of reinforcement associated
with the stimulus, which must be distin-
guished from the average rate of rein-
forcement. Why immediacy should be
more fundamental than rate is not ob-
vious, but its dominance has been con-
firmed by several different procedures
(e.g., Mazur, 1986; Shull, Mellon, &
Sharp, 1990; Shull, Spear, & Bryson,
1981).
The second major generalization to be

noted is that the value ofa given schedule
during a terminal link depends not just

on its absolute time parameters, but is
also relative to the overall context of re-
inforcement in which the stimulus oc-
curs. As is the case in Pavlovian condi-
tioning, such context effects are
fundamental to understanding condi-
tioned reinforcement. Delay-reduction
theory (Fantino, 1977) provides perhaps
the most influential attempt to provide
an explanatory framework for capturing
context effects. Its basic premise is that
the value of a stimulus is determined by
how much the onset of the stimulus re-
duces the expected time to reinforce-
ment, relative to the average time to re-
inforcement in the situation independent
of the stimulus. To see the implications
of this idea, it is helpful to work through
an example provided by the results of
Fantino (1969). He presented pigeons
with a concurrent-chains procedure in
which the schedules correlated with the
two terminal-link stimuli were always VI
30 s and VI 90 s. Although the ratio of
times to food associated with these two
stimuli is 3:1, delay reduction implies that
their relative value will vary strongly as
a function of the average interreinforce-
ment interval. To vary the average in-
terval between food presentations, Fan-
tino used three different initial-link
schedules: VI 600, VI 120, and VI 40 s.
The average interreinforcement time is
calculated as the sum ofthe average time
in the initial links and the average time
in the terminal links ofthe schedule. For
example, if equal VI 120-s schedules are
operative in the initial links, the average
time spent in the initial link will be 60 s
(because either schedule may produce ac-
cess to its terminal link). Given the ter-
minal-link values of VI 30 and VI 90 s,
the average time spent in the terminal
links is 60 s, because the two different
terminal links are presented equally of-
ten. Thus, the average reinforcement
times corresponding to the three different
initial-link schedule values used by Fan-
tino were 360, 120, and 80 s. The delay
reduction signaled by the onset ofthe ter-
minal link is then given by what per-
centage of this average time remains at
the point of the terminal link. For ex-
ample, with an average interreinforce-
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ment time of 120 s, the onset of a 30-s
terminal link signals a 75% reduction in
time to food, whereas the onset of a 90-s
terminal link signals a 25% reduction in
time. Given the three different initial-link
schedules used by Fantino (1969), cor-
responding delay reductions for the VI
30-s terminal-link schedule were .92, .75,
and .63, whereas those for the VI 90-s
terminal-link schedule were .75, .25, and
-.1 1 (negative values refer to the stim-
ulus onset that predicts an increase in the
time to reinforcement relative to the av-
erage). Choice proportions for the shorter
terminal-link schedule were then as-
sumed to be determined by its propor-
tion of the total of the delay reductions
summed over both terminal links, and
were .55, .75, and 1.0 for the different
initial-link schedules. The obtained
choice proportions corresponded closely
to these predictions. Thus, with long ini-
tial-link schedules, preference was near
indifference, but with the short initial-
link schedule, preference was exclusively
in favor of the shorter terminal link, de-
spite the absolute values ofthe terminal-
link schedules remaining unchanged.
A variety of data support the essential

idea underlying delay-reduction theory
(see especially Fantino & Dunn, 1983,
and Preston & Fantino, 1991). Given that
it was developed entirely within the con-
current-chains methodology (although
note that it applies equally well to the
observing response procedure; see be-
low), it is noteworthy that its basic as-
sumptions are essentially similar to those
of a prominent account of Pavlovian
conditioning-the scalar expectancy the-
ory of Gibbon and Balsam (1981)-that
was developed completely independent-
ly. This similarity provides further sup-
port for the previously presented as-
sumption that conditioned reinforcers are
established via the Pavlovian contingen-
cy between the stimulus and the primary
reinforcer.

Observing responses. The procedure
about which there is perhaps the most
agreement that conditioned reinforce-
ment contingencies can maintain behav-
ior indefinitely is the observing response
procedure pioneered by Wyckoff (1952).

In his initial study, periods of reinforce-
ment availability on an interval schedule,
contingent on pecking a response key,
were alternated with periods of extinc-
tion. Responses to a lever then changed
the stimulus conditions from the same
stimulus being continuously present on
the key at all times to different stimuli
being correlated with the different sched-
ules (i.e., the observing response changed
a mixed schedule into a multiple sched-
ule). Responses to the lever had no effect
on food delivery itself. The result was
that a high rate of the "observing re-
sponse" occurred. Numerous other stud-
ies have confirmed the generality of this
finding (see Fantino, 1977, for a review).
The typical contingency used in an ob-

serving response experiment involves the
presentation of both the positive and
negative stimuli (S+ and S-) contingent
on the performance of the observing re-
sponse. Early research with the procedure
was thus concerned with which aspect of
the contingency was crucial to maintain-
ing the behavior. Several investigators
proposed that either stimulus should be
sufficient because the critical ingredient
was the information about which rein-
forcement schedule on the main operant
key was in effect. This "information hy-
pothesis" was contrasted with the pre-
dictions of conditioned reinforcement,
which maintained that the reinforcing
event was only the S+ stimulus because
ofits pairing with the food delivery. Many
different experiments were conducted to
separate these two accounts, with the re-
sult that the conditioned reinforcement
hypothesis has been generally supported
(Dinsmoor, 1983, provides the most re-
cent review). Specifically, observing be-
havior appears not to be maintained by
presentations of the S- alone (in fact,
considerable evidence indicates that S-
presentations are aversive and actually
suppress the observing response), al-
though some controversy still remains
with respect to experiments involving
human subjects (see Case, Fantino, &
Wixted, 1985).
Although the great majority ofobserv-

ing response experiments have used stan-
dard operant chambers, usually with pi-
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geons as subjects, several studies have
used an E maze in which the start box is
in the center and separate goal boxes are
located in either arm. An important fea-
ture of the maze is that the stimulus con-
ditions associated with the different goal
boxes are not seen until the animal is
beyond the choice point. The issue is
which side of the maze will be chosen as
a function ofthe stimulus conditions cor-
related with different outcomes in the dif-
ferent goal boxes. For example, when food
is presented in each goal box on 50% of
the trials, one side may always have the
same stimulus present during both re-
inforcement and nonreinforcement while
the other side will have different stimuli
correlated with the two outcomes.
The majority of E-maze studies have

produced results similar to those with
free-operant methodology: The side as-
sociated with differential stimuli for the
two outcomes is preferred over the side
without differential stimuli. However,
there are important exceptions to this
general pattern of results. Daly (1985,
1989) has identified several conditions in
which preference favors the side with the
unsignaled outcome. These include the
combination of small rewards, minimal
delays between the choice response and
access to the goal box, and high percent-
ages ofrewarded versus nonrewarded tri-
als (e.g., preference for the unsignaled side
when 75% of the trials end in food, but
preference for the signaled side when 25%
or 50% of trials end in food). In addition,
the administration of alcohol increases
preference for the unsignaled side. Daly
interprets these results in terms of Am-
sel's (1992) frustration theory: In most
situations, preference favors the signaled
outcome because a greater amount of
conditioned frustration occurs to the
stimulus of the unsignaled alternative,
when both reward and extinction are pre-
sented during the same stimulus, than to
the stimuli of the signaled alternative,
when nonreinforcement occurs during a
stimulus that otherwise is not paired with
food. Whenever the degree of aversive-
ness caused by nonreward is reduced (e.g.,
by using small rewards or by alcohol in-
gestion), the role of conditioned frustra-

tion is diminished. Preference may then
occur for the unsignaled alternative be-
cause of the greater frequency of condi-
tioned reinforcement that occurs with
unsignaled outcomes (i.e., the subject re-
ceives a stimulus on all trials with a his-
tory of food pairings rather than on only
half of the trials with the signaled out-
come). This interpretation is notably dif-
ferent from that based on conditioned
reinforcement, and if valid, suggests that
observing response procedures have
complexities not heretofore appreciated.
As yet, however, there have been no at-
tempts using conventional free-operant
procedures to test whether the variables
specified by Daly have effects in the typ-
ical free-operant observing response pro-
cedure that are similar to her E-maze re-
sults.

Delay-of-Reinforcement
Contingencies in Discrimination
Learning
The set of procedures that have been

described above generally have involved
free-operant schedules of reinforcement
in which response rate, or relative rate,
has been the measure of conditioned re-
inforcement effectiveness. A somewhat
simpler, and historically earlier, method
of studying the role of conditioned re-
inforcement has been the insertion of
stimuli during delay-of-reinforcement
intervals in a discrimination procedure.
In the absence ofsuch stimuli, behavioral
control by the delayed reinforcement
contingency is often very weak. Insertion
of the stimuli into the delay interval typ-
ically strengthens that control, often to
an extent not notably less than the degree
of control by immediate reinforcement
contingencies.
An especially instructive example of

the dynamics of conditioned reinforcers
occurring during delay-of-reinforcement
intervals comes from Cronin (1980), who
trained pigeons on a simultaneous dis-
crimination between line orientations.
When a 60-s delay separated the choice
response from the food delivery after cor-
rect choices, acquisition of the discrim-
ination failed to occur even after 30 ses-
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Figure 2. Data for three of the experimental con-
ditions of Cronin (1980). Different groups of sub-
jects received the same simultaneous discrimina-
tion with a 60-s delay-of-reinforcement interval,
but with different stimulus events during the delay.
The straight line in the middle of the figure is the
level of performance expected by chance (50% cor-
rect). See text for details of the procedure for the
different groups.

sions of training. These results are shown
for the first 15 sessions of training as the
"no sig" condition in Figure 2. When
choice ofthe S+ versus S- was followed
by different-colored houselights extend-
ing throughout the delay interval ("diff.
sign" condition in Figure 2), rapid ac-
quisition occurred. This major facilita-
tion in the rate of learning is typical of
many other studies of discrimination
learning under delayed reinforcement
contingencies, including the classic study
of Grice (1948). The issue has been how
to characterize the facilitory effect ofthese
differential stimuli during the delay in-
terval. Strong support for the condi-
tioned reinforcement interpretation of
these stimulus effects was shown in Cro-
nin's "reversed cue" condition, in which
birds received one color of houselight
(yellow) for the first 10 s after an S+ and
then a different houselight color (blue)
during the last 10 s of the delay prior to
food. After an S- choice, the houselight
presentations were reversed: The blue
houselight occurred immediately after an
S- choice, and the yellow houselight oc-
curred during the last 10 s of the 60-s
delay before the onset of the next inter-
trial interval. As shown in Figure 2, this
"reversed-sig" condition not only failed
to produce discrimination acquisition,
but it also resulted in a consistent choice
of the S- stimulus. Presumably this was
because the choice of the S- had the im-

mediate effect of producing the stimulus
(blue houselight) that preceded food on
the trials on which the S+ was chosen.
Thus, preference for the conditioned re-
inforcer was sufficiently strong that it
controlled behavior at the expense ofpri-
mary reinforcement; this result can only
be interpreted as showing that the im-
mediate conditioned reinforcer pos-
sessed considerable value in its own right.

Reprise
The preceding abbreviated review of

the major procedures used to study con-
ditioned reinforcement has been intend-
ed to convey some sense of the complex-
ity of the issues and difficulties in
interpretation. Although some of the
classic demonstrations ofconditioned re-
inforcement (e.g., Skinner, 1938; Zim-
merman et al., 1967) lack the necessary
control conditions to be interpreted un-
ambiguously, subsequent work generally
supports the generality of their findings.
On the other hand, some of the major
procedures still used to study condi-
tioned reinforcement (e.g., second-order
schedules) suffer from significant ambi-
guities of interpretation, and procedures
that for the most part provide strong ev-
idence for the concept (e.g., observing re-
sponses) have complexities that are not
yet understood (which may eventually
cause a rethinking of the role of condi-
tioned reinforcement in these proce-
dures). On the other hand, some proce-
dures for which the role of conditioned
reinforcement has been widely disputed
(e.g., chain schedules) clearly do require
the concept in light of more recent evi-
dence. The strongest support for the con-
cept comes from the classic procedure of
using conditioned reinforcers to fill de-
lays of reinforcement, where critical ex-
periments (e.g., Cronin, 1980) leave little
doubt that conditioned reinforcement is
an essential explanatory concept.

CONDITIONED REINFORCEMENT
VERSUS CONDITIONED

FRUSTRATION
Given the preceding discussion, the is-

sue becomes why there has been so much
dubiety regarding the validity of condi-
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tioned reinforcement as a key concept in
behavior theory, with the result that it
has been increasingly ignored in recent
textbooks. The answer to this question
perhaps lies with changes in the theoret-
ical zeitgeist, and may not be explained
easily in objective terms. For example,
the rise in influence of molar maximi-
zation models of reinforcement (e.g.,
Rachlin, Battalio, Kagel, & Green, 1981)
has deemphasized the importance ofim-
mediate response consequences as the
primary determinant ofbehavior, and one
of the key functions of conditioned re-
inforcement as an explanatory tool has
been to provide such immediate re-
sponse consequences. Quite apart from
such overarching perspectives, signifi-
cant substantive problems raised by the
concept still remain unresolved, as can
be seen from considering the observa-
tions ofone ofits most perceptive critics,
Rachlin (1976).

Rachlin does not dispute that condi-
tioned reinforcement contingencies may
have strong effects on behavior, but he
argues that such effects occur for reasons
other than the stimuli regarded as con-
ditioned reinforcers having acquired
conditioned value in their own right. He
suggests two alternative mechanisms for
their effect: to provide information that
a response has registered and to serve as
a signal that the primary reinforcer will
eventually occur. Neither type of effect
depends on the stimulus having acquired
conditioned value.
To demonstrate the implausibility of

the concept of conditioned value, Rach-
lin offers an analogy involving a com-
parison between two hotels. In one, a din-
ner bell (the putative conditioned
reinforcer) is sounded prior to meal-
times. In the other, which is otherwise
identical, the same dinner bell is sounded
prior to mealtimes and at other times as
well. Ifthe bell has acquired conditioned
value, argues Rachlin, we should prefer
to stay in the hotel with the additional
bell presentations. But intuition suggests
that exactly the opposite preference would
occur.

Empirical support for Rachlin's intu-
ition comes from the results of Schuster
(1969), who presented pigeons with a

concurrent-chains procedure (see Figure
1 and discussion above) in which the con-
ditioned reinforcer (the combination of
briefstimuli correlated with food presen-
tation) was presented on a fixed-ratio (FR)
11 schedule during one of the two ter-
minal links. The initial-link and termi-
nal-link schedules for the two choice al-
ternatives were otherwise identical.
Response rate during the terminal link
with the brief-stimulus presentations was
higher than in the alternative terminal
link without the brief-stimulus presen-
tations, indicating that the contingency
had been effective. However, preference
for that terminal link, as measured by the
choice proportion during the initial link
of the schedule, was substantially re-
duced. Thus, rather than the additional
presentations ofthe food-paired cues en-
hancing the value of the terminal link in
which they occurred, they actually seemed
to lessen its value.

It should be apparent that the rationale
behind Rachlin's hotel example and the
supporting results of Schuster (1969) is
very close to the concept of frustration,
as developed and elaborated by Amsel
(1992). A commonplace observation is
that a stimulus that has been paired with
reward in the past will elicit emotional
reactions when presented unaccompa-
nied by the reward. For example, rats
finding a goal box empty which in the
past contained food will become aggres-
sive and attempt to escape from the goal
box. Thus, increases in response rate, such
as those observed by Schuster during the
terminal link in which extra brief-stim-
ulus presentations occurred, may not
necessarily reflect an increase in condi-
tioned value but instead may be only the
rate-enhancement effects of frustration-
induced arousal. One of the major con-
ceptual paradoxes involved in the study
of conditioned reinforcement is that the
operation used to detect conditioned re-
inforcement effects -the presentation of
a stimulus alone that previously has been
paired with reward-is identical to the
operation presumed to cause frustration.
It is for that reason that Rachlin's ex-
ample has intuitive appeal.
How the concepts of conditioned frus-

tration and conditioned reinforcement
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will be reconciled remains uncertain.
Nevertheless, research subsequent to
Schuster (1969) has shown that contrary
to his earlier findings and Rachlin's in-
tuition, additional nonreinforced presen-
tations ofa stimulus otherwise paired with
reward do in fact possess conditioned
value. Williams and Dunn (1991 a) pre-
sented pigeons with a concurrent sched-
ule in which both choice alternatives led
to the onset ofa green color on the center
key, which itself was correlated with an
FH 20-s food schedule. During the base-
line phase of the experiment, the fre-
quency with which pecking of either
choice alternative produced this green
stimulus and the presentation ofthe food
at the end ofthe 20-s interval were equal,
as determined by an independent VI
2-min schedule operative for each choice
alternative. The critical manipulation was
the superimposition on these equal food
schedules of an independent VI 30-s
schedule of presentations of the green
stimulus, but now without food at the
end of the 20-s stimulus period (i.e., ad-
ditional extinction presentations). These
additional extinction periods were as-
signed differentially to the two choice al-
ternatives, 80% for one alternative and
20% for the other. Because the two choice
alternatives were treated identically ex-
cept for these additional extinction pre-
sentations, whether the animals respond-
ed more to the alternative associated with
the more frequent presentations provides
a test ofhow preference is determined by
the frequency of conditioned reinforce-
ment, and thus of whether the stimulus
had acquired conditioned value. The re-
sults were unequivocal: All subjects
strongly preferred the choice alternative
associated with 80% ofthe additional ex-
tinction periods. Thus, unlike the results
of Schuster (1969), our findings show that
stimuli paired with food are valued even
on occasions when they occur without
terminating in food presentation. Why
Schuster failed to obtain this effect is un-
certain, although possible interpretations
have been offered (Williams & Dunn,
1991a; Gollub, 1970).

MARKING AND BRIDGING
AS ALTERNATIVES TO

CONDITIONED REINFORCEMENT

The results of Williams and Dunn
(1991 a) make a strong case that the con-
cept of conditioned value has validity.
This of course should not be surprising,
given that Pavlovian conditioning is gen-
erally agreed to be the basis of condi-
tioned reinforcement, and value is one of
the attributes ofthe Pavlovian reinforcer
that is transferred to the CS during con-
ditioning. Nevertheless, one may not in-
fer that all conditioned reinforcement
procedures control behavior because of
the effects of conditioned value on re-
sponding. The reason is that the mech-
anisms suggested by Rachlin (1976) as
alternatives to conditioned reinforce-
ment have been shown to have merit in
their own right.
Marking. The first mechanism sug-

gested by Rachlin (1976) as an alterna-
tive to conditioned value is that a stim-
ulus presentation contingent on a
response may define the response as a
significant event. Support for this general
notion has come from research on the
concept of marking, in procedures in-
volving delays of reinforcement between
the choice and outcome in a simulta-
neous discrimination procedure. The
critical feature of the marking procedure
is that a brief distinctive stimulus is pre-
sented after the choice response, regard-
less ofwhether the choice was for the S+
or S-. Thus, any effect of conditioned
value should strengthen correct and in-
correct choices equally and not have any
differential effect on the rate of acquisi-
tion of the discrimination. Nevertheless,
marking procedures have been shown to
facilitate the rate of learning substantial-
ly, in comparison to when no signal is
presented during the delay-of-reinforce-
ment interval (Lieberman, Davidson, &
Thomas, 1985; Lieberman, McIntosh, &
Thomas, 1979). The interpretation ofthis
facilitation has been that the brief stim-
ulus perceptually isolates the choice re-
sponse, making it more salient at the time
the response consequence is eventually
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delivered at the end ofthe delay interval,
thus facilitating the associative connec-
tion between the response and the con-
tingent reinforcer despite their temporal
separation. The critical feature ofthis ac-
count is that the ability of the stimulus
to facilitate control by the delayed rein-
forcement contingency does not depend
on an association between the response
and stimulus itself, nor on the stimulus
having value in its own right.
As an example of how the concept of

marking might be applied to procedures
conventionally interpreted in terms of
conditioned reinforcement, consider the
results ofRoyalty et al. (1987), described
above, regarding the effects of a delay
contingency between responding in the
early links of a chain schedule and stim-
ulus onset ofthe succeeding link. The fact
that the delay contingency greatly de-
creased the response rate may tell us
nothing about whether the effect of the
stimulus onsets was due to their having
acquired conditioned value. An alterna-
tive interpretation in terms of the con-
cept of marking is that the function of
the contingent stimulus presentations in
the absence ofany delay may be to cause
the animal to better learn that responding
in the early links ofthe chain is necessary
for reaching the end ofthe chain (i.e., the
delayed food contingency is made more
effective). When stimulus onset is then
delayed, the behavior that is marked is
no longer restricted to pecking the re-
sponse key, but may include behavior that
competes with key pecking.
A further example ofeffects potentially

interpretable in terms of marking comes
from the study ofdelay-of-reinforcement
contingencies used with simple VI sched-
ules. It is well known that delay proce-
dures with unsignaled delay intervals
maintain much lower levels of behavior
than when the delay interval is filled with
a differential signal (e.g., Richards, 1981),
and the usual interpretation of the signal
effects is in terms of conditioned rein-
forcement. However, Schaal and Branch
(1988, 1990) demonstrated that a brief
signal (0.5 s) at the onset of the delay
interval was also sufficient to maintain

the behavior at a high level, even when
the signal itselfwas not paired with food.
Little difference in response rate was ev-
ident for conditions in which only the
briefstimulus occurred versus conditions
in which a continuous signal extended
throughout the delay for delay values up
to 10 s, although differences did occur
with delays as long as 30 s. It is important
to recognize that a delay of 10 s meant
that the end of the signal was separated
by 9 s from the food delivery, so that it
seems plausible that a considerable re-
duction in the degree of conditioned val-
ue to the stimulus should be evident. The
failure to find a corresponding reduction
in response rate suggests that marking,
rather than conditioned reinforcement,
may be the proper interpretation.

Bridging. The second mechanism sug-
gested by Rachlin (1976) as an alterna-
tive to the conditioned value interpre-
tation of conditioned reinforcement
effects is that of bridging, the idea that
the stimulus somehow serves to connect
the response with the eventual delayed
contingent reinforcer. This concept has
resisted a precise definition, but its dif-
ferentiation from the conventional con-
cept of conditioned reinforcement can
perhaps be appreciated by considering a
simple example. Suppose a teacher says
"good" to a young child and then gives
the child candy. According to the concept
of conditioned value, the child will feel
a warm glow of positive affect whenever
he or she hears the word, and it is this
reaction that makes the word an effective
reinforcer in subsequent occurrences.
According to the bridging concept, how-
ever, the word "good" is not valued for
its own sake, but instead is only a means
to an end. It signals that the candy will
eventually be delivered. Such discrimi-
native effects of the event then increase
the level of behavior by making the de-
layed primary reinforcement contingen-
cy more effective.

It should be evident that such bridging
effects of the signal are not easily sepa-
rated empirically from effects based on
conditioned value. Accordingly, the ev-
idence in favor of the concept is consid-
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erably less robust than that supporting
the concept of marking. Rescorla (1982)
has provided several procedures that may
potentially differentiate the notion of
bridging from that of conditioned rein-
forcement, but other investigators have
disputed whether the procedures really
do allow an unambiguous interpretation
(Honey, Schachtman, & Hall, 1987; Tho-
mas, Robertson, & Cunniffe, 1989). For
present purposes, it suffices to acknowl-
edge the possibility of marking as a sep-
arate process, with the implication that
many effects previously ascribed to con-
ditioned reinforcement may have an al-
ternative interpretation.

Despite the availability of the alter-
native concepts ofmarking and bridging,
it is clear that neither can displace the
concept of conditioned reinforcement in
its entirety. The results of Williams and
Dunn (1991 a) on the role ofconditioned
value in a choice procedure, described
above, provide one example that lies
clearly outside the domain of these al-
ternative theoretical notions, as do the
results of the reversed-cue condition of
Cronin (1980), also described above.
Moreover, when the different alternative
concepts have been pitted directly against
each other (Williams, 199 1), the concept
of conditioned reinforcement has clearly
been shown to be the preferred expla-
nation. Nevertheless, it is also apparent
that any particular behavioral situation
will require its own analysis in order to
determine exactly which processes are the
critical determinants of behavior.

DETERMINANTS OF
CONDITIONED VALUE

Given that conditioned reinforcement
is a valid behavioral concept, the issue
ofcentral importance is how the value of
a conditioned reinforcer is determined.
The most obvious variable that should
determine conditioned value is the rate
of reinforcement in the presence of the
stimulus. However, the earlier discussion
ofdelay-reduction theory has shown this
notion to be simplistic, in that the value
ofa given rate ofreinforcement is relative
to the context of reinforcement in which
it is embedded. Rate of reinforcement in

the presence of the stimulus also fails to
predict the degree of conditioned value
even when the context of reinforcement
is held constant. Also as noted above, the
critical variable appears to be the im-
mediacy of reinforcement predicted by
the stimulus onset, rather than rate per
se. An example ofthe differences between
immediacy and rate is provided by Shull
et al. (1981), who presented pigeons with
a choice between a constant VI schedule
during a green key color and a different
schedule correlated with a red key color
that could be produced by a response to
a changeover key. Once the changeover
occurred, they remained in the presence
of the red color for a predetermined pe-
riod of time (e.g., 3 min). Because the
immediate effect of a response to the
changeover key was the onset of the red
keylight, the frequency of such responses
was presumably a function of the con-
ditioned reinforcement value of that
stimulus. The independent variables were
the number and locations of the rein-
forcers during red. The frequency of
changeover-key responding was found to
be well predicted by the sum of the re-
ciprocals ofthe delays to each individual
reinforcer during red, with no evidence
of any independent effect of rate of re-
inforcement itself. For example, a single
reinforcer occurring 30 s after the choice
response was more strongly preferred than
two reinforcers occurring at 60 and 90 s,
respectively. The reason for this can be
seen readily by considering the values of
the reciprocals ofthe delay values, which
correspond to the immediacies of the re-
inforcers relative to stimulus onset. For
the one reinforcer after 30 s, the recip-
rocal is simply 1/30 = 0.33; for the com-
bined effects of the reinforcers at 60 and
90 s, the sum oftheir immediacies is .017
+ .011 = .028. The validity of summed
immediacies ofreinforcement as the crit-
ical determinant of stimulus value has
now been supported by numerous studies
using a variety of different procedures
(e.g., Killeen, 1968; Mazur, 1986; Shull
et al., 1990). Mazur (1993) has provided
an interesting and readable discussion of
this issue and its ramifications for un-
derstanding the effects of probability of
reinforcement.
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Numerous other variables play signif-
icant roles in determining the degree of
conditioned value possessed by a con-
ditioned reinforcer. We will not review
them here (see Nevin, 1973, and Wike,
1966, for thorough reviews of the early
literature), but instead will only note that
all of the variables that have been im-
plicated as determinants of the degree of
Pavlovian conditioning affect the degree
of conditioned value as well. Recent re-
search has gone beyond the identification
of the critical variables to focus more on
their quantitative properties, with the re-
sult that various different theoretical
models have been proposed (see Wil-
liams, 1988, and Davison & McCarthy,
1988, for reviews). Rather than consider
this issue further, we now turn to the more
mundane, but also important, concern of
how conditioned reinforcement contin-
gencies can be practically utilized.

PRACTICAL USES OF
CONDITIONED REINFORCEMENT
The most well-known use of condi-

tioned reinforcement contingencies is the
token economy, in which poker chips or
some comparable item are received by
the subject for appropriate behavior of
various types, and these tokens may then
later be traded for commodities of value
to the subject. There is no doubt that such
procedures are highly useful in many dif-
ferent applied settings (see Kazdin, 1977,
1985, for reviews). It is also important
to recognize, however, that the process
by which token contingencies operate
may or may not be interpreted in terms
of reinforcement, because the use of ver-
bal subjects allows myriad alternative in-
terpretations. For example, token deliv-
ery may highlight the rules applicable to
a behavior situation, thus increasing the
role of rule-governed behavior (see Fers-
ter, 1972, for a brief but insightful dis-
cussion of other possible effects of token
contingencies). Perhaps because of the
complexity ofmost applied settings, little
research has been devoted to analyzing
the actual causal mechanisms ofhow to-
ken contingencies facilitate performance.

Interpretation of the effects of token
contingencies is often complex even when

nonverbal subjects are involved. Perhaps
the most widely cited investigations of
conditioned reinforcement effects are the
classic token-reinforcement studies of
Wolfe (1936) and Cowles (1937), in which
chimpanzees learned various tasks with
poker chips as rewards. These tokens
could then be inserted into a vending ma-
chine for various types of rewards, usu-
ally food. Behavior was maintained suc-
cessfully with these token contingencies
even when the exchange ofthe tokens for
food was delayed until the end of the ex-
perimental session. However, subse-
quent work by Kelleher (1958) demon-
strated that the vigor of behavior was
strongly affected by the time between to-
ken delivery and when they were ex-
changeable. In general, when exchange
was delayed until the end of the session,
response rate was low at the start of the
session, often for prolonged periods of
time. For example, when tokens were
earned on an FR 125 schedule and 50
tokens were required before the tokens
could be exchanged for food, the chim-
panzees typically paused for more than
2 hr at the start ofeach session (Kelleher,
1958). These pauses were shown to be
under the discriminative control of the
number of tokens in the animal's pos-
session, in that delivery of a number of
tokens at the start of the session inde-
pendent of the animal's behavior result-
ed in vigorous behavior from the start of
the session. The apparent reason for this
is that the animal had learned that no
food was available until a substantial
number oftokens had been accumulated.
Thus, rather than the tokens being a true
substitute for food, their discriminative
status as a cue for the availability offood
determined their ability to maintain be-
havior. To what extent the reinforcing
properties oftokens depend upon similar
discriminative functions in human token
economies is uncertain.

Quite apart from the substitutability of
conditioned for primary reinforcers, it is
worthwhile to consider the circumstanc-
es under which conditioned reinforce-
ment contingencies have significant ben-
efits over primary reinforcement
contingencies. One general type of situ-
ation is when it is difficult to provide the
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primary reinforcer immediately contin-
gent on the behavior, for any ofa number
ofdifferent reasons. For example, the pri-
mary reinforcer may disrupt the behavior
because it is physically debilitating, as is
the case with large dosages ofsome drugs
(e.g., Katz, 1979). An interesting example
of such usage has been reported by Ev-
eritt, Fray, Kostarczyk, Taylor, and Stacy
(1987) in their investigation of the rein-
forcing properties ofaccess to a receptive
female rat for lever pressing by a male
rat. Noting that the delivery of the pri-
mary reinforcer substantially disrupted
lever pressing for substantial periods af-
ter its occurrence (because ofthe inherent
difficulties ofdelivering small portions of
the reward) and that previous attempts
to condition operant behavior using sex-
ual access as a reward had generally failed
to maintain significant amounts of be-
havior, they presented their female rat
contingent on bar pressing on an FH 15-
min schedule, with presentations of the
female at the end of the interval paired
with a 30-s signal. In addition, brief pre-
sentations of the signal were contingent
on lever pressing on an FR 10 schedule.
Rate of lever pressing throughout the in-
terval averaged 8 to 10 responses per
minute. In the absence of the second-or-
der schedule of conditioned reinforce-
ment but with the FI contingency for ac-
cess to the female still in effect, response
rate decreased markedly and the pattern
of behavior became erratic. Thus, con-
ditioned reinforcement was an essential
ingredient for maintaining sexually mo-
tivated behavior, allowing that behavior
to be assessed under a variety of physi-
ological and pharmacological variables.

Similar uses of conditioned reinforce-
ment occur whenever the number of pri-
mary reinforcers per session must be lim-
ited, either because of satiation effects or
because of expense. Consider, for ex-
ample, the optimal procedure for pro-
ducing the acquisition of a discrimina-
tion given that only 100 food pellets are
allowed each day. A variety of data has
shown that the rate of discrimination
learning is a function of the number of
stimulus-reinforcer (or response-rein-
forcer) pairings independent of the per-
centage ofpairings, an effect that has been

labeled invariance in reinforcements to
acquisition (see Williams, 1989). This
means that 200 trials with a 50% rein-
forcement schedule will produce the same
amount of learning as 100 trials with a
100% schedule. However, when nonrein-
forced (by the primary reinforcer) correct
trials are followed by a conditioned re-
inforcer, this invariance effect no longer
holds. Instead, the conditioned reinforc-
er serves as a partial substitute for the
primary reinforcer, so that the amount
of learning from 200 trials with a 50%
schedule of primary reinforcement in
combination with a 100% conditioned
reinforcement schedule will substantially
exceed either ofthe other two conditions
(Williams & Dunn, 1991 b), despite the
same number of primary reinforcers be-
ing delivered in all cases.
A second practical use of conditioned

reinforcement occurs when the act of
procuring the primary reinforcer inter-
feres with the stream of behavior that is
desired, as for example in animal acts
such as those at Sea World in which the
fish reward is provided on the side ofthe
tank. The result is that some auditory
signal (usually audible only to the whale
or porpoise) is provided as feedback for
the various segments ofthe performance,
which allows the behavioral segments to
be reinforced without the requirement
that the subject procure the reward by
approaching the food site.
A similar advantage for conditioned

reinforcement contingencies in simple
animal training was suggested by Skinner
(1951). Suppose you wish to train your
dog to roll over using a food reward. A
typical problem with such attempts is that
the dog will quickly discriminate that you
are the source of the reward and will at-
tend closely to you, often approaching
and begging for the food at the expense
of the behavior that you are attempting
to shape. Although it is possible to ex-
tinguish this competing behavior, a more
expeditious procedure is first to establish
a discriminative contingency such that
the reward is delivered only after the
sound ofa clicker, and then use the click-
er as a conditioned reinforcer contingent
on the behavior being shaped. The un-
derlying principle is that Pavlovian con-
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tingencies may often compete with the
operant contingencies, so that ajudicious
choice of the stimulus signaling reward
availability is often necessary to mini-
mize competition from the "sign track-
ing" that so often occurs when signals for
food are physically localized in the en-
vironment.
A final example ofthe beneficial effects

of conditioned reinforcement contingen-
cies occurs when conditioned reinforcers
produce faster learning than primary re-
inforcers because they induce lesser de-
grees ofperseverative responding that are
inconsistent with the discriminative con-
tingencies. Luck, Colgrove, and Neurin-
ger (1988) trained pigeons to generate
fixed sequences ofresponse on three keys
(e.g., middle-left-right). One group re-
ceived a 2-s food reward after each cor-
rect response except the terminal re-
sponse, which produced a 6-s food
reward. A second group received condi-
tioned reinforcement from a 2-s presen-
tation ofan overhead houselight for each
correct response plus the 6-s food reward
for the terminal correct response. More
accurate discrimination occurred with the
houselight than with brief food rewards,
and the primary basis of this difference
was that the food rewards induced a high-
er rate of perseverative responding (e.g.,
responding to the middle key on the sec-
ond position ofthe above sequence). Luck
et al. noted that the superiority of con-
ditioned reinforcement contingencies in
similar conditional discrimination prob-
lems had been reported by several pre-
vious investigators, and that the persev-
erative effects of primary reinforcement
should be considered to be another ex-
ample of the negative side effects of re-
ward that have been highlighted by Bal-
sam and Bondy (1983). By reducing the
interfering effects of such perseveration,
conditioned reinforcement contingencies
apparently allowed the conditional rela-
tions between current behavior and pre-
vious behavior to be discriminated more
readily.

THEORETICAL UTILITY OF
CONDITIONED REINFORCEMENT

In addition to the various procedures
that have been considered above in which

the concept of conditioned reinforce-
ment has been studied explicitly, various
other behavioral phenomena not directly
linked to the concept may be elucidated
by considering the role conditioned re-
inforcement plays in them. As illustra-
tions, we will consider one laboratory
phenomenon and one phenomenon from
modem culture.

Contrafreeloading. An empirical phe-
nomenon that generated considerable in-
terest two decades ago is that animals will
engage in operant behavior even when
the food reinforcer contingent on the be-
havior is also freely available in the con-
ditioning chamber itself (Jensen, 1963).
Moreover, animals will learn, without
prior shaping, to produce the operant re-
sponse even when the free food is avail-
able from the onset of training (Neurin-
ger, 1969). Such behavior has been
observed with several different species,
different schedules ofreinforcement, and
reinforcers other than food (see Osborne,
1977, for a review). The behavior ap-
pears paradoxical because it violates the
law of least effort, which has been oth-
erwise upheld in many different settings.
This paradox disappears, however, once
the role of conditioned reinforcement is
appreciated. As shown by several differ-
ent investigators (see Osborne, 1977), the
critical ingredient appears to be the stim-
ulus change contingent on the operant
behavior that does not occur during the
procurement ofthe free food itself. When
the stimulus change is equated for the
two sources of food, preference for free
food quickly develops. Conditioned re-
inforcement, rather than stimulus change
per se, appears to be essential, in that the
operant behavior is not maintained when
only stimulus change is contingent on the
behavior; instead, the stimulus change
must accompany the availability of the
response-contingent primary reward. Os-
borne (1977) has also reviewed a variety
of related phenomena for which condi-
tioned reinforcement contingencies ap-
pear to be critical for proper understand-
ing, including preference for signaled
reinforcement, autoshaping, and self-re-
inforcement. Numerous other examples
could be provided as well, including the
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much-neglected analysis ofimprinting by
Hoffman and Ratner (1973).

Implicit shaping contingencies. One of
the most fascinating examples of the im-
portance of conditioned reinforcement
has been provided by Mowrer (1950,
chap. 24) in his analysis of how myna
birds acquire comprehensible vocal be-
havior. Mowrer argues that a prerequisite
for vocal behavior is that the bird de-
velop an attachment to its caretaker, so
that attributes of the caretaker acquire
positive value via their pairings with the
primary rewards provided by the care-
taker. One ofthese attributes is the sound
ofthe caretaker's voice, including specific
verbal utterances. The bird then increas-
ingly approximates these sounds, be-
cause the similarity between the bird's
own sounds and those of the caretaker
cause the bird's own sounds to have pos-
itive value as well. Thus, the closer the
bird approximates its caretaker's verbal
utterances, the greater the degree of con-
ditioned reinforcement contingent on
vocalizing. Close matches will eventually
occur because that is when the condi-
tioned reinforcement is at a maximum.
Mowrer's analysis has strong similar-

ities to current accounts of the acquisi-
tion of bird song, in that there is a con-
sensus that the birds essentially shape
themselves to sound increasingly like the
models they have heard when young.
Sounds different from the models are tried
and rejected; those similar to the models
receive increasing practice. The major
theoretical difference concerns the learn-
ing histories necessary for the particular
model's sound to have reinforcing prop-
erties. Whereas Mowrer's analysis fol-
lowed a simple conditioning model, cur-
rent accounts of bird-song acquisition
have argued that only some models are
possible to be learned, because the com-
bination of genetic prewiring and expe-
rience allows only a limited range of au-
ditory templates to be formed, and it is
matching of the song to this auditory
template that serves as the reinforcing
agent for shaping the bird song later in
life. The data relevant to this issue are
complex and cannot be reviewed here.

However, it is important to note that the
social interactions between the young bird
and the model have received increasing
emphasis as a determinant ofwhich bird
songs will be acquired (e.g., Baptista &
Petrinovich, 1984, 1986; Mann, Slater,
Eales, & Richards, 1991).
To illustrate the explanatory power of

Mowrer's (1950) analysis for domains
other than bird vocalizations, consider
the results of Neuringer and Neuringer
(1974) on "social learning" in pigeons.
Young pigeons were hand-fed by the ex-
perimenters, who subsequently placed the
birds in an apparatus with a standard op-
erant response key. Then, while the birds
were closely watching the hand ofthe ex-
perimenter, he or she pressed the re-
sponse key with his or her index finger.
Subsequently the birds were allowed ac-
cess to the response key, with the mea-
sure being how quickly they acquired the
pecking response, relative to various con-
trol conditions. The observation by the
young birds of the experimenter's finger
touching the key significantly facilitated
the acquisition of the response. The ap-
parent interpretation ofthis finding is that
the hand of the experimenter had ac-
quired conditioned value via the history
of hand feeding, and that this condi-
tioned value was then transferred to the
location of the key because of the spatial
and temporal contiguity with the finger.
Mowrer's (1950) analysis can also be

extended easily to a considerable amount
ofhuman behavior. The most obvious is
the development of the phonetic struc-
ture of infant babbling, which evolves
from including the entire spectrum of
sound to being restricted to only those
phonemes in the immediate linguistic
community. A more far-reaching exam-
ple is provided by the ubiquitous changes
in the language patterns of teenagers. To
the chagrin ofmany parents, an epidemic
of speech insertions that serve no se-
mantic function has developed: "you
know," "like," and so forth. Much like
venereal disease, these patterns of verbal
behavior continue to spread among teen-
agers despite the disapproval and disdain
of the adult linguistic community. Infor-
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mal observations suggest that most teen-
agers are unaware of the nature of their
verbal utterances on most occasions and
will acknowledge their inappropriateness
when queried. The concept of condi-
tioned reinforcement offers a ready ex-
planation for why such behavior is main-
tained. Teenagers are reinforced by
assuming the characteristics oftheir peers,
characteristics that include speech pat-
terns as well as clothes and social cus-
toms. The robustness of the behavior in
face of adult censure provides striking
confirmation of the power of the condi-
tioned reinforcement value ofpeer-mod-
eled behavior.

If conditioned reinforcement is ac-
cepted as the explanation for why various
types of behavior are imitated by chil-
dren, the nature of that behavior pro-
vides an important perspective on the
evolution of social values. The speech
patterns ofadults and teenagers are often
in competition as sources of conditioned
reinforcement for imitative behavior, and
the fact that speech insertions have in-
creased greatly in frequency implies that
the conditioned value of imitating teen-
age peers is considerably stronger than
that of imitating one's parents. This is
hardly surprising, but it illustrates that
the nature ofimitative contingencies pro-
vides a window on changing patterns of
human socialization.
The preceding example, although ob-

viously conjectural, has strong ties to the
views of the Hullian behavior theorists
of the 1940s and 1950s (see introduc-
tion), who regarded the concept of con-
ditioned reinforcement as a rich frame-
work for a large segment of human
behavior (also see Keller and Schoenfeld,
1950, for many other insightful examples
of interpretation). Unfortunately, its role
as an explanatory concept has consider-
ably eroded over the past two decades.
A major purpose ofthe present essay has
been to reacquaint the reader with the
critical evidence supporting the necessity
of the concept and its ubiquitous influ-
ence on behavior in both laboratory and
real-world situations. Despite its detrac-
tors, it remains one of the most funda-

mentally important psychological con-
cepts.
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